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1. Introduction: Electrophilic and Nucleophilic
Processes —Reaction Mechanisms,
Thermodynamics, and Kinetics

Chemistry is the science of bond making and bond
breaking. A thorough knowledge of these processes in the
course of the chemical reaction lies at the heart of any
reaction mechanism. In the heterolytic cleavage of a bond,
the electron pair lies with one of the fragments, which
becomes electron rich, while the other fragment becomes
electron deficient. An electron-rich reagent gets attracted to
the center of the positive charge and forms a bond with an
electron-deficient species by donating electrons. The electron-
rich species is known as a nucleophile, and the electron-
deficient one, as an electrophiie’

Free radicals are generated through a corresponding
homolytic process where an equal share of one electron is
obtained by each fragment. Even radicals are designated as
electrophilic/nucleophilic depending on their tendency to
attack the reaction sites of relatively higher/lower electron
density. Moreover, nucleophiles (electrophiles) are Lewis
bases (acids) as well as reducing (oxidizing) agents since
they donate (accept) electrons, implying a connection among
electrophile-nucleophile chemistry, acicbase chemistry,
and oxidation-reduction chemistry. Since the majority of
the reactions can be analyzed through the electrophilicity/
nucleophilicity of various species involved, a proper under-
standing of these properties becomes essential. Some related
reviews on specific types of reactions are availabléalbeit
without a rigorous definition of electrophilicity.

The most important types of reactions we often encounter
are substitution, addition (including pericyclic reactions),
elimination (the opposite of addition reactions), and rear-
rangements. All these reactions are analyzed using thermo-
dynamic and kinetic data. While the former determines how
far a reaction will go (a large decrease in Gibbs free energy
implies a large value of the equilibrium constaKj, the
latter determines how fast it will take place (a smaller free
energy of activation value implies a larger rate constiant,
at a given temperature, i.e., a faster reaction). Although the
electrophilicity (nucleophilicity) and Lewis acidity (basicity)
are related, the former is traditionally assumed to be a kinetic
quantity and, hence, is estimated by relakwa&lues whereas
the latter is a thermodynamic quantity and is measured by
relative K values.

The concept of electrophilicity has been known for several
decades, although there has not been a rigorous definition
of it until recently, when, inspired by the experimental
findings of Maynardet al,'® Parr et al'* proposed a
definition based on the energy lowering associated with a
maximum amount of electron flow between two species.

© 2006 American Chemical Society
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simple-looking index that it contains an enormous potentia
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global index, and its local variants are described in section
3. Existing electrophilicity scales are reported in section 4.
Section 5 describes the use of the electrophilicity index in
analyzing the reactivity patterns in various intramolecular
and intermolecular physicochemical processes. Variation of
this quantity during molecular vibrations, internal rotations,
and chemical reactions is mentioned in section 6. Sections
7 and 8 report the dynamical and spin dependent variants of
this index, respectively. Finally, section 9 contains some
concluding remarks.

2. Global Electrophilicity Index

2.1. Genesis

Popular qualitative chemical concepts such as electrone-
gativity*>16(y) and hardned$'é() have been provided with
rigorous definitions within the purview of conceptual density
functional theory®~26 (DFT). Electronegativity is the negative
of chemical potential definé8as follows for anN-electron
system with total energig and external potential(r),

=R _(g_ﬁ)v(?) @

u is the Lagrange multiplier associated with the normaliza-
tion constraint of DFT'227:28|n DFT, the electron density

e(p(“r)) is the basic variable instead of the many-particle wave

function cp(il,iz,...XN)).
Hardness #f) is defined® as the corresponding second

| derivative,

to connect the major facets of chemical sciences. It has been 2
shown that electrophilicity possesses adequate information n= IE _[ou 2)
regarding structure, stability, reactivity, toxicity, bonding, aN*l. \ON/,@)

Sometimes &/, factor is included in the above definition.

interactions, and dynamics. Only the concept of electrophi-

licity index provided by Paret al.,'* its usefulness, and its

various possible extensions will be reviewed in this article. Softness §) is the reciprocal of hardnesS;= 1/3.

Citations of the works related to the Maynatarr elec- Complete characterization of &hparticle wave function
trophilicity index are intended to be as exhaustive as possibleneeds onlyN and»(r). While y andny measure the response
with mention of and necessary comparison with all other of the system whei varies at constani(r), the behavior
known popular electrophilicity measures. Several papers of the system for a change ifr) at fixedN is given by the
related to this index appeared after the final submission of linear density response functidhThe linear response of the
this article. They are cited in appropriate places in the electronic cloud of a chemical species to a weak external
References and Notes section. Section 2 introduces thiselectric field is measured in terms of the static electric dipole



Electrophilicity Index Chemical Reviews, 2006, Vol. 106, No. 6 2067

polarizability @). The electric dipole polarizability is a <45

measure of the linear response of the electron density in the% ol

presence of an electric field, and it represents a second- 3 . ¢

order variation in energy, =as .
-_ *

( E ) £ o :*
Oup=— ; ab=xy,2 3) © . 3
a BFa 8Fb 3 25 . . s
. g . 0 ’ .”‘

The polarizability ) is then calculated as follows i L A S R S
2 LA 4 V% o
= @00 %8 e

1 FREN X3
(0= 30, + oy + a,) 4) = feet 3 *e0
Q 11e % A
These reactivity parameters are better appreciated by% 1?}'3}

various associated electronic structure principles. According & °°

to the electronegativity equalization princighe 32 “All the . ) . . . . . .

constituent atoms in a molecule have the same electronega- o o5 1 15 2 25 3 35 4 45

tivity value given by the geometric mean of the electrone- Electron Affinity (A)/eV

gativities of the pertinent isolated atoms”. Two hardness Figure 1. Correlation between electrophilicity index and electron

related principles are the hargoft acids and bases (HSAB) affinity of some neutral atoms and simple molecules in the ground-
principle!7:303440 and the maximum hardness principte?8 state parabola model. Reprinted with permission from ref 14.
While the former states that, “Hard acids prefer to coordinate C°PYTight 1999 American Chemical Society.

with hard bases and soft acids to soft bases for their chemical potential. When an electrophilic system (atom,
therm_odynamlc and kinetic properties”, the statement of the molecule, or ion) would get immersed into the sea, there
latter is, “There seems to be a rule of nature that molecules,yquid be an electron flow of amouN from the sea to
arrange themselves so as to be as hard as possible™. On thgye system until the chemical potential of the system becomes
basis of the inverse relationship,0 1/a!/%"5? between  ero (cf. Sanderson’s princigfét39). The resuiting energy

hardness and polarizability, a minimum polarizability change (up to second order) associated with the electron-
principle®®*°¢ has been proposed which states tidfThe transfer process is

natural direction of evolution of any system is toward a state
of minimum polarizability”.

Using a finite difference method, working equations for
the calculation ofy andy may be given &8

AE:ﬂAN+%mAm2 )

Considering the situation when the system becomes saturated

y = I+A (5) by soaking up the maximum amount of electroN$\Nmay,
2 they set* (AE/AN) to be zero, implying
n=1-A (6) 2
_ | AE=-L- (10)
where | and A are the ionization potential and electron 2n

affinity, respectively. Ifepomo and € .umo are the energies

of the highest occupied and lowest unoccupied molecular &
orbitals, respectively, then the above equations can be
rewritterf” using Koopmans' theorethas AN o= — 4 (11)

n
+ . . o
y=- em'\"O—ZGLU'\"O (7) In eq 10, the numeratoxf) is quadratic and, hence, positive

and the denominator {2 is positive due to the convexity of
the energy, and hencAE is negative: the charge transfer

nd

"' = €Lumo  Eromo (8) is an energetically favorable process. Rral'* definedw
Maynard and co-worket$have shown that the reaction @S
rates from the fluorescence decay studies on the human 2 P
immunodeficiency virus type 1 (HIV-1) nucleocapsid protein o= =X (12)
p7 (NG 7) interacting with several electrophilic agents 2n  2n

correlate strongly with the square of the electronegativity
divided by its chemical hardnesgf2r). The'/, factor arises
due to the definition of hardness used here (eq 2). The
quantityy?/2y is consideret>°to be related to the capacity
of an electrophile to promote a soft (covalent) reaction.
Prompted by this work of Maynaret al.,*35°an electrophi-
licity index (w) has been defined ag/2y by Parret al*
They have showh thatw measures the second-order energy
of an electrophile when it gets saturated with electrons.

as a measure of electrophilicity of the ligand, just as was
suggested by Maynarelt al.>®
This quantityw is called* the “electrophilicity index” and
is considered to be a measure of electrophilic power, just
as, in classical electrostatics, powerV4/R, andu andy
serve the purpose of potentiaV)( and resistanceR),
respectively. It is transparent from Figures3 thatw and
Aare not equal but they are correldteahdw is more tightly
correlate® with A than withy, though all these quantities
- measure the propensity of electron intake. Simcgepends
2.2. Prescription on bothl andA, it is expected thaf can provide similar
To propose an electrophilicity index, Patral.'* assumed qualitative trends as whenever the variation ih is not
a sea of free electron gas at zero temperature and zerovery significant. This is commonly observed for the elements
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147 The Fukui function is by far the most important local
S 121 y=1,7363x% - 4,3641 reactivity index. It is defined &%
2 R*=0,7379 R R R
10 f(F) = (9p(T)/ON) () = (OulOv(T))y (15)
E 8 Because of the discontinuities in slope of #{(€) versusN
g 67 curve!! three types of Fukui functions can be written as
B, follows®?
TN}

21 for nucleophilic attack

0 - T T T " ap(T)\*"

o 2 4 i 1w ro=(20) ) PualP) = o)~ ()
Electronegativity (eV) ! (16a)

Figure 2. Correlation between electronegativities and electrophi-
licity indices for the functional groups X¥(X = C, Si, Ge, Sn, i
Pb. element 114; Y= CHs, H. . CI. Br, I, At). Reprinted with 0" €lectrophilic attack

permission from ref 60. Copyright 2005 American Chemical _ do(T)\~
Socit 0=~ ) = 0us®) ool
121 (16b)

y=1,7767% + 1,0529 . *
R*=0,9635

for radical attack

-
=
1

(-]
h

fo(F) = %[f+(7) +1(7)] (16c)

which capture the essence of Fukui’s frontier orbital theory.
A gradient correction methdd”® and a variational ap-
proacH*75for the calculation of(f) are known.

.
!

Electrophilicity (eV)
[=r]

21 Other important local reactivity descriptors include(r)
and V%o(f) (as analyzed by Badefj/’” the molecular
u[] 1 2 3 4 5 6 electrostatic potentidf 8! and the quantum potenti&®3 The

Electron Affinity (eV) guantum potential has been defined as

Figure 3. Correlation between electron affinities and electrophi- 2 12—
licity indices for the functional groups X¥(X = C, Si, Ge, Sn, w1V (T.1)

Pb, element 114; Y= CHs, H, F, Cl, Br, 1, At). Reprinted with VolF ) = =5 17)
permission from ref 60. Copyright 2005 American Chemical Society p (T

. . oo Two useful theories based dy, are quantum fluid dynamics
belor]glng to the same group in the periodic t&bénd the (QFDY? and quantum theory of motion (QTMJ.In the
functional groups containing them. It may be noted that  tomer, the dynamics of a quantum system is mapped onto
takes care of the energy change due to the addition of a singlpat of a probability fluid under the guidance of a classical

electron whereas the energy lowering associated with potential augmented by a quantum potential, while in QTM

maximal electron flow is characterized by _ it is represented in terms of an ensemble of particle motions
In_ t_he present review we will restrict ourselves to various governed by forces originating from both classical and
ramifications ofw only. guantum potentials. In section 7 we will report the chemical

3. Local Extensions and Site Selectivity reactivity dynamics by making use of these concepts.
e Another important local reactivity descriptor is the electron
3.1. Local Electrophilicity . localization function (ELF), which has been defi&ed’ for
Global reactivity descriptors such as electronegativity, 3 single determinantal wave function in terms of various
chemical potential, hardness, polarizability, and electrophi- inetic energy densities (KohrSham, Weizézker and

licity as introduced in the last section are defined for the Thomas-Fermi) or, equivalently, the related local tempera-
system as a whole. To describe the site selectivity in a tre$7 as

molecule, local descriptors of reactivity have also been

proposed. An equivalent definition of hardness has been _ 1
given bypl62 ELF= m (18a)
F
1 v 7! 7! - T ral
U:foﬂ(r,r)f(r)/o(r)dr dr (13) where
or its other variant8~% wheref(r) is the Fukui functioff~7° 1 1|Vpl?
and the hardness kernel can be written as t=£ |V1Pi|2 - é— (18b)
. p
a1 FIp]
()= = (14)
26p(T) 0p(T") and

where F[p] is the HohenbergKohn—Shan3”-?® universal _ 35 223 53
functional. t 10(?% )p (18c)
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Sometimes it becomes difficult to analyze site selectivity 0.6
using these local dependent quantities. To tackle this ;
problem, the related condensed-to-atom variants are written 8 ¢.5 4 F

for the atomic sitek of the molecule. For example, the
corresponding Fukui functiond{, a = +, —, 0) can be
written®® by replacing the associated electron densities by
the respective electron populatiorgg)( viz.,

Cl
Br

e
B
1

oS
(0]
[

for nucleophilic attack

4nr’a(r) ( in units of

fi" = aN+1) — g(N) (19a)
0.14
for electrophilic attack
fi=qN) — g(N — 1) (19b) 007 3 10

for radical attack ] o o
Figure 4. Radial distribution of philicity in the ground states of

O\ — l- + - halogen atoms. Reprinted with permission from ref 93. Copyright
() = Z[fk + ] (19¢) 2003 American Chemical Society.

To tackle the harégsoft interactions better, local softnesses shell structures in the radial distribution of the philicity of
have been defined &% halogen atoms are depicted in Figure 4.
It is important to note that the Fukui function and the
s*(T) = Sf(T) (20a) related quantities such ag andw,* may not provide proper
reactivity trends for hardhard interactiong}°¢ as was long
and ago pointed out by Klopma¥.Hard—hard interactions are
N " charge-controlled since they are ionic in nature, whereas
S¢ = S (20b) soft—soft interactions are frontier-controlled because of their
covalent nature. The charge-based descriptors would be better
wherea. = +, —, and 0 refer to nucleophilic, electrophilic, suited to tackle the harehard interaction8* -9 Although
and radical reactions, respectively. A local version of the ambiguou$?2%* a local hardness has been sh&mo be a
HSAB principle has been proposed in terms of these  better descriptor of harehard reactions than the Fukui
quantities. function.
On the other hand, a local electrophilicity has been
introduced to analyze the electrophileucleophile reactions 3.2, Site Selectivity

better. It is defined &% ] o ) )
An analysis of philicity () provides the local informa-

2 2 tion of a particular atomic site in a molecule being prone to
W= %ﬁf = /%ka+ = of’ (21) elctrophilic, nucleophilic, or radical attack.The global
electrophilicity of a molecule is determined by these local

A generalized version of this quantity has been termed as propertiet93% as was suggested by Led®#* in his
philicity, which has been defined through the resolution of €lectrostatic model.
the identity associated with the normalization of the Fukui ~ The local reactivity of various atomic sites in a molecule
function a3 can be understood equivalently iy, s&, or w* becauses
and w remain the same except for the cases where the
W= wff(?) a7 = f(Uf(?) a7 = fw(?) dar  (22a) molequle _is undergoin_g an intramolecular process such as
vibration, internal rotation, rearrangement, and/or interaction

where with a solvent or an external field where both the local and
global descriptors change during the physicochemical pro-
w(T) = of(T) (22b) cess.
Philicity and local softness, respectively, would be better
Note thatw(r) can provide botfw (using eq 22a) ant(r) intermolecular reactivity indices (because they are products
(using eq 22b along witlv obtained from eq 22a) bur) of global and local indices) than the Fukui function for
needs an explicit knowledge of to give w(F). Moreover,  analyzing electrophilenucleophile interactions and hard

o(F) can provides(r), S and#n with an input ofu. The  soft interactions. Recently, some of these aspects have been
corresponding condensed-to-atom variants may be definednumerically verifiedt?2192 Philicity and local softness es-
as® sentially provide the same information that is provided by
the Fukui function regarding intramolecular reactivity trends
ol =of’ oa=+,-,0 (22¢) except for the intramolecular processes wherand/orS
also changes along witf{r). However, for analyzing the
Equations 20 and 21 dictate eq 22b to be the natural choice.intermolecular reactivityf® would be inadequate arg®
In the place off(f), one may use other normalized-to-one (or wy*) should be used to compare the hasbft (electro-
guantities such as the shape functio(r) = p(r)/N, which, philic—nucleophilic) behavior of a given atomic site in one
however, may not be a better descriptor due to the lack of molecule with that of another atomic site in another molecule.
information regarding electron addition/removal. Prominent For the same moleculé® is adequate.
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During an electrophilenucleophile interaction process,
when two reactants approach each other from a large
distance, they feel only the effect of the global electrophilicity
of each other and not its local counterpart. The molecule
with the largerw value will act as an electrophile, and the
other will behave as the nucleophile. The preferred interaction
will be through the most electrophilic site of the former and
the most nucleophilic site of the latter. The atom with the
largest local electrophilicity value in the electrophile may
not necessarily have this value larger than that of the
nucleophile, especially when there is more than one active
electro(nucleo)philic site present in a molecule. Similar
situations arise during an analysis of the corresponding local
and global softnesses, and the HSAB principi®® can be
at variance with its local counterptfin those cases.

4. Electrophilicity Scales

4.1. Global Approach

Ever since IngoltP® proposed an electrophilicity scale,
various experimental and theoretically calculated quantities
have been made use of in analyzing the electrophilicity
behavior of a group of molecules. Both electrophilicity and
nucleophilicity have been estimaf@d®through hydrogen-
bond stretching force constants measured from the rotationa
spectra of various hydrogen-bonded dimers. The hydrogen
bond strength given b, is related to nucleophilicitied\)
and electrophilicitiesE) as

k, = CNE (23)
whereC is a proportionality constant. It has been shown that
N O 1/E for a fixed value ok,, as expected. Here, the force

Chattaraj et al.

w -2

2

K

4

Q.

o

g 5

fm}

£ .8

“E’ R : 0.9402

b SD: 0.7075

g-101 o N: 14

I} P <0.0001
'12 T T T T T T T T

10 1 12 13 14 15 16 17 18
o (eV)

Figure 5. Correlation between experimental electrophilici) (
and theoretical electrophilicityy) of a series of benzene diazonium
ion and its derivatives containing a large variety of electron-
releasing and electron-withdrawing groups in énrtho- andpara-
positions. Reprinted with permission from ref 128. Copyright 2003
American Chemical Society.

categorizing carben®8138into electrophilic, ambiphilic, and
nucleophilic varieties. There exists a linear free energy
relationship between the carbene-philicity and the related Taft
[substituent parameters. These parameters have been made
use of%1%0 in analyzing the connection between skin
sensitization and electrophilicity. A comparison between
mexy andw has been made recentfil.

The Swain-Scott free energy relationsifi along with
Legon'$%1%electrophilicity scale have been made use of in
analyzing*® the kinetics and mechanism of oxidation by
halogens and inter-halogens viada their electrophilicity
trends.

constant is considered to be a measure of the binding strength  Ag discussed in the previous section, a theoretical elec-
between an electrophile and a nucleophile and is an alternayygphjlicity index () has been proposed by Pat al. 4

tive to the corresponding bond dissociation energy which is
conventionally used to describe the electrophilic power. A
comparison ofE and w has been mad®. Activation
hardnes¥* and protonation energi®8 have been used to
analyze electrophilic aromatic substitution reactions.

One of the most popular electrophilicity scales has been

prompted by a qualitative finding by Maynaed al.13:59.144
As electrophilicity and nucleophilicity are physically inverse
of each other, the multiplicative inverse ¢)/(in the spirit

of the definition of softnessS= 1/y)) and an additive inverse
(1 — w) have been propos&d as possible definitions of
nucleophilicity. Of courseC/w and 8 — w), whereC and

proposed and used to explain diverse types of reactions byg are constants may be zero also) for a given series of

Mayr and co-workerd?¢-120 Theyt0%-120 haye demonstrated
through studies on a series of electrophiteicleophile

molecules, may be considered as well. Similar inverse
behaviors have been proposed by otli@&t&.146.147 The

combination reactions that the absolute rate constants of thesg|ectrophilicity index ) obtained from several models for

reactions follow the following linear free energy relationship,
log k(20°C) = s(N + E) (24)

where E and N are respectively the electrophilicity and
nucleophilicity parameters anglis a nucleophile-specific
slope parameter. This scale has been argi&tdto be the
generalization of the Ritchie’'s scafé!? (eq 25) and is
applicable to a larger domain

log(Kky) = N.

wherek; andN;- are electrophile- and nucleophile dependent
parameters, respectively. Mayr’'s scale is 4e analyze
the HSAB principle. It has been used by other researchers
as well?1126°128 Figure 5 show’® the linear correlation
betweenE and w for diazonium ions and their reactivity
during interactions withz-nucleophiles.

The carbene-philicity scalentyy) proposed by Mogg>-134
on the basis of kinetic data has been shown to be useful in

(25)

the charge dependence of the enéfgwithin a broad
framework of valence state atoms in molecti&s®! has
been reviewed recenthf® In an interesting study on the
nucleophilic substitution reaction of carbonyl compounds,
it has been show#? that the concerted reaction mechanism
will be associated with a large electrophilicity/nucleophilicity
gap whereas the corresponding small gap will imply a
stepwise reaction mechanism.

Several electrophilicity scales based on different physi-
cochemical properties have been proposed prior to the
introduction of the electrophilicity indexa() rigorously
defined by Paret al'# In addition to the Ingold prescrip-
tion,193.153solution phase ionization potentidfs$,**C NMR
chemical shift35-157 IR absorption frequencié&3%6charge
decomposition$3® LUMO energies>® 162 jonization poten-
tials %3 redox potential$®* HPLC %> solid-state synthesé®
Ke valuest®’ isoelectrophilic windows% and the harmonic
oscillator models of the aromaticity (HOMA) ind&R are
some of the related quantities and subjects that have been
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used to understand the electrophilic/nucleophilic character- 8
istics of chemical systems. 6 10
The various electrophilicity descriptors reported in this 4]

section may be broadly classified into three categories: viz.,
the kinetic descriptor that measures the rate at which an
electrophilic attack takes place, the thermodynamic descriptor
which measures the ease of such an attack, and a combination = 21

of these two approaches through a linear free energy 41

relationship. Among the kinetic scales, the most important 6 R=0.9735
is that of Mayr and co-worker85-120They have rank ordered 8. SD =1.34
various nucleophiles and electrophiles in terms of tieir N=20
andE parameters respectively obtained from the associated 101 P <0.0001
experimental rate constants. Ritchie’s paramététs or -12 T 3 5 3

Swain—-Scott parametet®¥ are similar in spirit. Various 1 A ¢ 1
quantum chemical and spectroscopic quantities such as co[eV]
LUMO energy!®®162 1€ NMR chemical shift,uco fre- Figure 6. Correlation between the experimental electrophilicity
quencies® 157 and charge decompositi®i have been (E) and the theoretical relative electrophilicitd) of a series of

correlated with the respective rates of the reaction. Ther- enzhydryl cations. Reprinted with permission from ref 91.

modynamic electrophilic descriptors are based on the strengthcOpyrlght 2002 American Chemical Society.

of the bond formed between the electrophilic and nucleo- B

philic sites. They include the HOMA index as a measure of .
aromaticity®® or other aromaticity indice¥? bond force 4
constants?1%° covalent bonding interaction via an HPLC 17
assayt®® solid-state synthesi§® K. parameter$t” LUMO 24

energies?*1’hydrophobicities® redox potentiald®* maxi-
mum acceptor superdelocalizabiliti®€ and solution phase ]
ionization potentiald> Uses of Hammett or Taft parameters 24
in various linear free energy relationships have also been =
reportedt3155.315.316A linear correlation between the ioniza- 1
tion and activation energies for electrophilic additions is also ]
known 163 Most of these descriptors are empirical in nature, 4+
and it is not always possible to transfer the parameters for 10 0?’ 16 N=20
one class of compounds to the other. The Maynéd&tdrr L2 P <0.0001
glectrophlhcny index is based on a firm footing. Originally, 45 a0 5 06 0% a6 18
it was introduced by Maynardt al'® asw = x?/25, when

they noticed that, compared to other descriptors, this quantity ﬁwc [eV]

had a stronger correlation with the logarithm of the experi- Figyre 7. Correlation between the experimental electrophilicity
mental rates of the reactions between HIV-1 nucleocapsid (E) and the theoretical relative local electrophilicitfidjc) of a

p7 zinc finger thiolates and different electrophilic ligands. series of benzhydryl cations. Reprinted with permission from ref
It has been shown by Paet al'* that the energy change 91. Copyright 2002 American Chemical Society.

associated with the process of an atom or a molecule in the . .

gas phase becoming saturated with electrons from thed.raWE’Q%%ksg'l’170'175’176’18qn light of the local HSAB prin-
environment is given by this quantity and, hence, can be CiPle*°a softness matching index has been defiffet?
legitimately considered fo be a definition for electrophilicity. [OF @nalyzing the regioselectivity as

It may be noted that the basis of the definition given by K _ 4o 4o

Maynardet al. is kinetic in nature whereas the interpretation Aj=( —s )t —5) (26)
by Parret al. is thermodynamic in nature.

when atoms andj of a nucleophile form a cycloadduct
4.2. Local Approach through the atoms and | of an electrophile. The corre-
sponding philicity® related quantity was also reported
The majority of the empirical electrophilicity scales recently!®?
introduced so far are global in nature. Their local variants  Novel reactivity and selectivity indices have been proposed
were developed only recently, and most of them are basedas the integra#® between the electrophilic Fukui function
on the Fukui functiort®7017° An elegant recent review is  on one reactant and the nucleophilic Fukui function on the
obtainable in ref 20. Applications of these descriptors in other or a differend@® between two such functions. A similar
understanding the substituent effects on the electrophilic integral index appears in quantum similarity studies &38o.
processe$t 3 and related studié&"" highlight the power  The effect of excess nucleophilicity over electrophilicity or
of these indices. Radical charge-transfer Fukui functions havevice versa (in a group sense) has been analyzed in the context
been used® within an atoms-in-molecules (AIM) frame-  of all-metal aromaticity/antiaromaticity and a possible mo-
work!"® for recognizing the electrophilic and nucleophilic |ecular electronic$®
centers in a molecule. Local softnes¥:®® and local electrophilicit$# 2 also
Relative electrophilicity and relative nucleophilicity are perform well in analyzing regioselectivity. Figures 6 and 7
defined as /s andsc/sct, respectivelyt® Although they depict the beautiful correlatiofishetween the experimental
perform bettef?1102.188182 than the Fukui function or local  electrophilicity and respectively the global and local elec-
softness on certain occasions, they suffer from various trophilicities of a series of benzhydryl cations.
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Li and Evan®®'1°2have restated the local HSAB prin- the lowest state of given symmet?y 2! or in ensembles
ciple?®9 as, “For the softsoft reactions the site with the of stated'>215(along with the related penalty-function-based
maximum value of the Fukui function is preferred and the formalism$'9), it has been show~220 that, “A system is
preferred site for the harehard interactions is that with the  harder and less polarizable in its ground state than in any of
corresponding minimum value”. Since hard interactions are its excited states and an increase in the excited state
electrostatic in nature, the Fukui function has been arguedcontribution in a two state ensemble makes the system softer
to be a poor descriptor for these reactidh€harge&* 96193 and more polarizable”. This fact is in conformity with MHP
or associated quantiti®s % such as molecular electrostatic and MPP since an atom or a molecule is generally more
potentials and local hardnesses are supposed to provide @eactive in its excited state. For example, théx) values
better description for hard reactions. (in au) of He atom in different electronic states are as follows:

Other quantities used for this purpose include the 1s 218 (1S, 1.51 (1.86)}P, 6.89 (117.92)!D, 13.09 (728.71);
electron energy of nitrogen in the substituted anifittehe IF, 21.95 (3536.36)). And the (1) values (in au (eV)) of
average local ionization enerd3f'%” pair-site nonlocal ~ HF molecule are as follow®° (o%7*, 5+, 5.86 (10.8);

interactions?® electron localization function$?:2%° etc. o%m30, °11, 38.4 (4.97);0°7%%, 1, 39.5 (3.91)). Even in
Nuclear Fukui functior§* 23 and electrofugali§?*have also  time dependent situatioff?* 225 involving excited states
been introduced. including Rydberg state’8%228 this fact remains valid.

- Any system is generally less electronegative in its excited
5. Intramolecular and Intermolecular Reactivity statel*s The behavior of electrophilicity in the excited state
Patterns in comparison to that in the ground state, however, will

depend completely on the relative variationg iands upon

5.1. Periodicity electronic excitation, although both of them often decrease.

The concepts of atomic shell structure and chemical FOr example, the; (i7, @) values (in au) of He atom in
periodicity as proposed by Mendeleev form the cornerstone different electronic states at the beginning of the process are
of chemical education. A periodic law may be stated%s: ~as followsi*® (15(18), 0.2591 (0.3920, 0.0856}P(1s2p),
“The properties of chemical elements and their compoundso-2044 (0.1315, 0.1589)).
are periodic functions of the atomic numbers of the ele- , i
ments”. Atoms with completely filled shells and subshells 5.3. Spherical Confinement

are often re!atively more stable and less reactive when 114 concept of confined quantum mechanical systems
compared with their open-shell counterparts. As expected giems from the idea of simulating the effect of pressure on
from the principles of maximum hardness (MMP}*and  545mg or molecules by confining them in impenetrable
minimum polarizability (MPP}>"*¢ hardness increases along ~ gpnerical boxe&® Numerical Hartree’Fock calculations

a period and decreases along a group whereas polarizability i pirichlet boundary conditions of various global reactiv-

H H ; 07 . . .
d(lalfr?ases T\Iong ahperlof? and in dcrﬁases alonglj a@?}?ﬁ' il Y descriptors of several atoms and ions have reve#ée
A b"’l" metals are the sho SSt an é (—E]mlost po alnza%cé%%v '€ that all systems become harder and less polarizable with an
noble gases are the hardest and the least polari - increase in pressure. The inverse relationshif] 1/a}3

Electrophilicity also exhibits characteristic periodic oscilla-  omains valid when the confinement volume is decreased.

tions with maxima on halogens, which are most electroneg- glactrophilicity is not very sensitié® (Fiqures 9 and 10
ative and least nucleophilic as wélf:2°”As shown in Figure P y y (Fig )

8, the variation of §w/9N] for neutral atoms mimick8” that 120

of u because of the small vali&&of y = Y3[an/dN],p. 1 o
14 1 —U|
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Figure 8. Variation of «, 7, y, @, anddw/oN for neutral atoms ~ (Rc) for atoms (He, Li, Be, B, C, N, O, F, Ne) confined in a
from He to Kr. Reprinted with permission from ref 207. Copyright ~ spherical box. Reprinted with permission from ref 230. Copyright
2003 American Chemical Society. 2003 American Chemical Society.

5.2. Excited States to confinement except for very small cutoff radii, where it
Through the excited-state DFT calculations on atoms andincreases abruptly. Variations af with the atomic number
molecules in various electronic states which happen to be(section 5.1) and degree of ionization (more positive charge
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reveal$*’ the power of global and local electrophilicities
—0c through beautiful linear variation of the reaction energy with
—c these quantities associated with the complexation reactions
—c* of silylenes and germylenes with ammonia.
—c* Intermolecular reactivity of carbonyl compounds has also

been studiett” using the group philicity. The importance of
a theoretical analysis of the philicityelectrophilicity be-
havior in providing an effective synthetic protocol has been
highlighted?3244The connection between the electrophilic-
ity136:137 index and aromaticif}® 25 as well as super-
acidity?4-25° (superelectrophilicity) has been analyzed. Glo-
bal electrophilicity values need not always correlitaith

: , , the nucleus independent chemical shift valtf@syhich

6 8 10 characterize the magnetic aspects of aromaticity.

R_ (au) The stability and reactivity of azametallocenes have been
, e ) studied®3in terms of their global electrophilicity) values,
'(:rl,?:;”fe 10. P'?&Ef electrlop2h|lnsc|t)41f)|nde>;_(()) yersus CuhtOf.f r""ldi)us which corroborate the fact that the charge transfer from the
or ions yh=1, 2, 95, confined In a spnerical DOX. . : .
Reprinted with permission from ref 230. Copyright 2003 American ligand to the mg_tal m.ak.es the a_romatlc pentaquatp ligand
Chemical Society. more electrophilic. Similar studies on aza derivatives of

cobalt porphyrin have reveal#d that an increase in the
implies more electrophilic) remain unaltered for all possible number of aza-N atoms renders an electrophilicity enhance-

extents of confinement. ment at the cobalt center of the cobalt porphyrin complex.
The presence of electron-withdrawing substituent groups on
5.4. Chemical Processes the carbonyl carbon atom in phenyl acetates has been

I showr?®* to drive the nucleophilic attack at those carbon

Both global and local electrophilicities have been found centers through the enhancement of electrophilicity. Studies
to be helpful in analyzing the reactivity and selectivity Fischer-type chromiumcarbene complexes have high-
behavior of various chemical compounds as well as the |ighes7 that their electrophilicity is reduced due to the

reaction melchre]mism? of diversr? classes of chem?ca: Pro-presence afr-donor substituents because the acceptor orbital
cesses. A plethora of systems have been studied including, arhene gets occupied byrdonation. Similar behavior

pfantaz_olatc_) complexes of the first row trgnsition ”_‘eﬁ"& has been reported for silylenes and germylenes as'#tell.
diazonium ions?8 carbonyl carbond®* fluorine substituted Among the pyridyl substituted bis-coumarins, the para-
d|S|Ianesz,353c7arbeneé‘,‘lv236F|sch8er-type Cf;rgomlumcarbene compound is the most electrophilic wheareas the ortho-
complexes;” copper clusters;® zeolites?® group-14 elg' isomer is the least electrophifiéé In the corresponding
ments aﬂd_related functional grousaliphatic amines; neodymium complexes, the carbonyl oxygen is the most
alkanes;* silylenes and germylenés|cobalt porphyrins and - ¢5qraple site for the electrophilic attack in comparison to
related aza derivativés; highly hindered polyanionic chelat-  yho hydroxyl oxygen, the lactone oxygen, or the nitrogen
ing ligands’*>**organorheniurff and organoneodymium 5005246 However, for metal coordination in the double-

complexe<? and thiadiazolium salt®’ Figure 11 clearly deprotonated compound, both carbonyl and hydroxyl oxygen
sites become favorable sites for electrophilic atf4&Bimilar
analysis on organorhenium compleX@sshows that 2,2
azobis(5-chloropyrimidine) ligand (L) is a betteracceptor
 gicbal than the 2,2azobispyridine ligand (L) in the dinuclear radical
w local anion complexes: {(u-L)[Re(COXCl]2}. Electrophilicity
remains more or less constant for most of the fluorine
substituted disilane®® Neutral copper clusters, on the other
hand, exhibit odeteven oscillationd?® as evidenced by
experiments and theoretical calculations. Odd clusters are
more electrophilic, are softer, and have the capacity to attain
a closed shell configuration by accepting electrons. Adsorp-
tion of small molecules and cracking of hydrocarbons in
zeolites are properly accounted for by the phili&t.
Theoretical calculation ofy using spir-orbit interactions
1| * gebal for halogens and group 14 atoms can reproduce the experi-
» kocal mental trend of a monotonic decrease in electrophilicity by
. .10 going down the grouf? Global and local electrophilicities
R"=0.8282 can properly reproduce the experimental electrophilicity/
. ; : ; —0:00— nucleophilicity patterns of diazonium ioA%, aliphatic
25.00 -2000 -1500 -1000 500 000 amines?*° carbonyl compound®*24°thiadiazolium saltd8”
AR etc. This is also true in most of the other cases described
Figure 11. Plots of global {) and local {s; and wge) electro- above._ AS. IS demqnstrgted in the case of highly hlnde_red
philicities of silylenes and germylenes versus their reaction energies Polyanionic chelating ligands, sometimes the theoretical

(AE) with a Lewis base such as NHReprinted with permission  Values even suggé&t?**possible efficient synthetic proto-
from ref 147. Copyright 2005 American Chemical Society. cols.

0, tog)
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The main classes of reactions for which the mechanismsexplaining inverse electron demand Dielslder reactions
have been analyzed in terms of global and local electrophi- have also been reportéd. It has been argudd that they

licities comprise 1,3-dipolar cycloaddition reactics 267 are due to the inadequacy of the frontier molecular orbital
specific cycloaddition reactions such as Dieldder theory.

reaction?3.268-275 with varied diene-dienophile pairs, and Similar electrophilicity-based analysis has been extended
other cycloaddition reactiorf$5-281 A typical Diels—Alder to a variety of 1,3-dipolar cycloaddition reactions with a

reaction will follow a nonpolar pericyclic mechanism if the variety of dipole/dipolarophile pairs. Larger electrophilicity
electrophilicity difference between the diene and the dieno- differences correspond to faster reactiéit?olar regiose-
phile is small whereas a polar mechanism will be followed lective reactions between nitrile/azomethine ylide and methyl
for a large value of this difference. acrylate/propiolate have been properly accounted for by the

Cycloaddition reactions constitute the most widely studied relative global and local electrophilicities between dipoles

pericyclic processes where twocomponents approach to  @nd dipolarophiles:” The regio- and stereoselectivity of
form two newo-bonds within a cyclic framework. In the various 1,3-dipolar cycloaddition reactions, such as that

i it - - between hindered thiocarbonyl ylides and tetracyanoethyl-
Diets_ider-type cycloaddiion reactions, & diene and & qnef® it oxide and anthracene/acridfEC-(methoxy
Considerable enhancement in the rates of these reactions ha]%‘ﬂj;;g‘g?gl)gh?xethgl r_'('tsr;)_rt‘gl ?Stcjjl fmelt?g:aar‘ﬁ%;t_ﬁl_ \QQZIS ?ned-
beig noticed mtt)he; dienalienophile g ar Wltlh ol elec’?ron-' diaz'oalkaneé62y etcp have geen sﬁlown to be in conformity
withdrawing substituent in one and an electron-releasing " - ot : o
substituent in the other. It is expected that the difference in \_’I_Vr']th rosigcrﬁqmggd %ytghger%%t'gej!;g;;ﬁgwIt'ﬁg gﬁ'it_:rns.
their global electrophilicity values will provide important IS appr IS foun re refi rontier

insights into the associated reaction mechanism. Pericyclicmc;lec?(Iar grb!tal thfeory.. dienesli hiles/dinol
processes with a nonpolar mechanism are characterized b%li O?ETI’O or:":gml%ao \tggrlgﬂfnmlgﬂfecljegzpir:etshelrm)‘glaswin
a small electrophilicity difference of diene and dienophile Scﬁ]em éﬁ’ms y 9
whereas a large difference leads to a polar mechanism in '

the corresponding ionic processes. Use of the Maynard
Parr electrophilicity index and its local variant in understand- Large @ Small @

ing these aSPeCtS has been attempted mainly by Doming Strong electrophile (weak nucleophile): Weak electrophile (strong nucleophile):
and co-workers. In the normal electron demand reactions,
the presence of electron-withdrawing groups in the dienophile
increases the reaction rates of the associated Bidter and dipolarophile (e.g. nitroethylene) in a | butadiene) and dipole (e.g. azides) in an
reactions. In these reactions, the charge transfer is from the ,,mat etectron-demand (NED) reaction | NED reaction
diene-nucleophile to the dienophiteelectrophile. However,

in the inverse electron demand-type reactions, an electron-
WithdraWing substituent is present in the diene and/or an would be a better descriptor to identify the electron releasing (withdrawing) substituent
electron-releasing substituent is present in the dienophile,
so that the charge gets transferred from the dienophile to
the diene. Rank ordering of various dienes and dienophiles
as electrophiles or nucleophiles has been done so that the The following scheme provides a guideline toward the

reaction mechanism for a given pair may be ascertained atpossible reaction mechanism associated with a given Biels
the beginning’® Cycloaddition reactions with large ionic  Alder/1,3-dipolar cycloaddition reactict?264275

character involving large electrophilicity differences include
the reactions between 2-methylfuran and a masked
benzoquinoné!” substituted butadienes and ethylet&s,
Lewis acid coordinated 2-(trimethylsilyloxy)acrolein and
furan?® etc., whereas those with a nonpolar mechanism

electron-poor dienophile (e.g. acrolein) electron-rich diene (e.g. 1-methoxy-1,3-

Forin lectron-de d (IED) reactions: Local philicity (wk ) or a group philicity

on the dienophile (diene)/ dipolarophile (dipole).

Aw

(diene/ dienophile or dipole/ dipolarophile interacting pair)

include the concerted f42] process between 2-azadiene and Small oo laree
r?éz h t d % 2 b ~ Non polar, pericyclic, Polar, ionic, stepwise process,
cyclopentene/prgpe L the concerted [32] process be concerted process, charge-controlled,
tween benzonitrile oxide and ethynyl/propynylbororéte, fr;nﬁf}r;fortrollgtt Bard-hord nteractons
. . . soft-soft interactions eg. ty
etc. This analysis allows one to devise a strategy so that the ;. euyiene/1,3-sutadiene reaction cation/1,3-butadiene reaction

changes in the nature of the substituents in the dienes
dienophiles or changes of the reaction conditions, including
the presence of a Lewis acid catalyst or a polar solvent, may
change a nonpolar concerted process to a polar stepwisg¢ dienophile (NED reaction)/ diene (IED reaction)
process. This causes an enhancement in the rate of the

reaction and, in turn, of the yield of the corresponding  Apart from these major types of reactions, the electrophi-
kinetically controlled products. Several related experimental licity concept at both the global and the local levels has been
trends are understood through the electrophilicity analysis. used to analyze a wide variety of chemical processes. They
They include Lewis acid catalyzed 2] and [4+3] cy- include oxidation of thiophenée$? catalytic olefination of
cloadditions between cyclopentadiene and arylidenoxazolo-carbonyl compound&® and polyhaloalkane®¥? reduction of
nes?01,3-butadienes and dimethyl acetylenedicarboxyfédte, formylchromoneg8s hydride transfer reaction in 1-methyl
N-acyl-1-aza-1,3-butadienes and vinylamif@sitroalkenes nicotinamide-lumiflavine®® formaldehyde decompositiG#’,

and aluminum derivatives of vinyl ethet¥, butadiene intermolecular ligand exchange in alkyltin trihalick8s,
derivatives and acetorté and cyclopentadiene and cyano- nucleophilic addition to carbencarbon double bond$?
ethylenes® Problems associated with this analysis in FriedelCrafts benzylation and acylation reacticf&meta-

For Lewis-acid catalyzed reactions: Increased (i of the electron-poor component:




Electrophilicity Index

lation of oxazolineg® oxidation of thiols?° alkaline hy-
drolysis of N-phenylacetamide®¥? ene reactions of nitroso
compoundg{® aminolysis of thiocarbonaté%!etc. The main
theme of these studies is to identify a reactant which will
act as an electrophile (larger value) or another to behave
as a nucleophile (smalles value). Apart from the thermo-
dynamic information content @b as shown in Figure 11, it

has been shown to possess enough kinetic information as

we|| 288,289,294

Globalw values of nitroso compounds suggest that during
their reactions, such as ene reactions, they béPaggood
nucleophiles similar to singlet oxygen and triazolinediones.
Their electrophilicity stems from the fact that their HOMOs
are formed through high energy antibonding combination of
lone pairs of N and O centers and are orthogonal to their
low energyz* LUMO. The energy change associated with
the rate-determining step of the alkaline hydrolysis of

Chemical Reviews, 2006, Vol. 106, No. 6 2075

Newirul Edoctraphilie
Ligandy

B —

R = 09918

N-phenylacetamides has been shown to decrease with an

increase in their eletrophilicity valué®: An electrophilicity
analysis of oxidation of thiols by cobalt ;N complexes

reveals that azaporphyrins are very good electron acceptors

during the oxidation process, which gets improved in the
presence of polar solvert¥. The behavior of chloromethyl
derivatives toward metalation can be rationaliz€dQuan-
titative linear relationships between the experimental rate
constants and the Maynaréarr electrophilicity index and/

or its local counterpart have been obtained for the Friedel
—Crafts reactiong®® nucleophilic addition involving the €

C double bond® and aminolysis of thiolcarbonates and
dithiocarbonate®* The reactivity patterns associated with
formaldehyde decompositigf’, intermolecular ligand ex-
change in alkyltin trinalide$®” hydride ion transfef®® etc.
have been properly analyzed in terms of the electrophilicity
index or its variants.

5.5. Solvent Effects

To understand the effect of a solvent on electrophilicity,
a variation ofw (eq 12) up to first order has been written by
Paezet al®®® as

Aw(1—¢€) = (uln)Au — %(,u/n)zAn = Ao + Aw®
(27)

where € is the dielectric constant of the medium ang
andAy, respectively, describe the variationdrandsy when
the system goes from the gas phase to the solution.
The insertion energy\Eins, Of the solute going to solvent
is defined as twic&% 2% the energy of solvatiomEsqy, i.€.

N ZE) (M) ~ AE, =
AoT(1=€) (AN oP\Au u(?)AM ABins

E(e) — E(1) = 2AE,,, (28)

The second term of eq 27 becomes

AoP(1—e) = (29)

77Z_NEsolv
A linear relatiord®® betweemAw(1— €) andAEs, for a series
of both neutral and charged electrophilic ligands as shown
in Figure 12 highlights the authenticity of this approach.

A somewhat similar and related analysis has been pre-

-5+ 8D = 0.2639
N =18
G - P <0.0001
, slope = 0,9684)
7 6 5 4 3 2 1 0
AE,,, [eV]
14 Menirat Etectrephilic .
Ligands ———
0+
s
2, 2-
—
w
-3
T
© 4
= 4 R = 0.9925
a4 ] SD = 0.2604
N =18
£ P <0.0001
shope = 1.00765
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AE_, [eV]

Figure 12. Plots of electrophilicity changes versus solvation energy
of a series of both charged and neutral electrophilic ligands.
Reprinted with permission from ref 295. Copyright 2001 American
Chemical Society.

transN,H, — cisN;H, and RS, — FSSF, have been
studied?®?3%|t has been demonstrated that solvation makes
the reactions more favorable both thermodynamically and
kinetically. As shown in Figure 13 for the N, rearrange-
ment,w passes througff an extremum at the transition state
(TS) for both the reactions and both the phases although the
dipole moment does not always pass through an extremum
at the TS. In both the cases, the solvation decreases the
electrophilicity.

The reactivity of several systems has been studied to gain
insights into the solvation effects on both global and local
electrophilicities. Charged peroxidé&s,cyclopropane ring
opening in duocarmycin SA derivativé®,various electron
donorst> aliphatic amined:° different organometallic com-
pounds’®® carbonyl compound®* dye-redox mediator
reactions’® etc. have been studied for this purpose. In
general, the reactions become easier to perform in the
solution phase, with some exceptici%The effects of the
solvent are more pronounced for the global electrophilicity
than for its local variant.

5.6. External Field Effects

sented in refs 299 and 300. In these papers the effects of The reactivity of a chemical system changes drastically

solvent on two intramolecular rearrangement reactions, viz.,

in the presence of an external field. This field may be an
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Figure 13. Variation of the electrophilicity index and the dipole moment in a vacuum and solvent along the reaction path of the intramolecular
rearrangement reactiortransN;H, — cis-N;H,. Reprinted with permission from ref 300. Copyright 2001 American Chemical Society.

explicit external electromagnetic field or it may arise due to For example, the change in chemical potential may be written
the presence of another molecule (reagent/reactant) and/ons™®
a solvent. The nuclear Coulomb potential in the parent
molecule being experienced by its electrons would get
augmented by the potentials generated due to the electrons
and nuclei present in the reactant/reagent/solvent molecules=or a uniform electric fieldE(r) it may be written as
in addition to the possible electron transfer between them.
All these effects, including any external electromagnetic field, du =7 dN — f ff(T) E(F") dF dF’
can be simulated by the presence of an external generic field.

An explicit dynamical study on the variation of chemical Therefore, the changes in chemical potential would be
reactivity in the presence of an external electric field will - directly proportional to the strength of the external field when
be discussed in section 7. there is no charge transfer. It has been sh8Wthat and

Changes in molecular reactivity and selectivity due to the o get significantly altered when the external field strength
presence of an applied uniform electric field are analy?éd. s increased. The effect of the external field is only marginal
The internal electrostatic field of the molecule plays a crucial in the case ofy, which implies that the second-order variation
role in determining the chemical reactivity when the strength in the energy due to external perturbation is less than the
of the external field is low. However, at larger field strengths, corresponding first-order variation. A dynamical variant of
significant variation in reactivity has been observed. this will be analyzed in section 7.

Since any quantum system can be completely characterized Local reactivity indices such as the Fukui function and
by its number of electronsN) and the external potential  the philicity have been showiT to change drastically in the
(v(r)), variation in any property of that system, including its presence of the external field. It may be noted that the
chemical reactivity, may be analyzed by chandinandu(r). variation offy* and w* are not similar because the global

du=ndN+ [f(F) do(T) dF (30)

(31)
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Figure 14. Variation of relative energy, electronegativity, global electrophilicity index, and local electrophilic power 'cb,2;2
tetrachlorobiphenyl with the torsional angle. Reprinted with permission from ref 330. Copyright 2003 American Chemical Society.

electrophilicity also changes in this case. All these changespyriformis'®® andChlorella vulgaris,3'8 glutathione S-trans-

become more pronounced as the number of atoms in theferase induction byert-butylhydroquinoné}® the mutage-

molecule and the external field strength increase. nicity and DNA damaging potential oN-acyloxy-N-
The effects of the external potential variation on reactivity alkoxymides®?® the antioxidant activity of quercetit; the

and regioselectivity have been analyzed within variati#al ~ antitumor and antibacterial activity of kinamycins and

as well as perturbativé®31°%rameworks. A cooperative effect lomaiviticin A,322 etc.

of the solvent and surface together to increase the reactivity = Similar studies have been performed in showing the

has also been reportét. importance of the electrophilicity concept in analyzing the
. . . role of methylidene imidazolone as an electrophilic prosthetic
5.7. Biological Activity and Toxicity group323 aquatic toxicity!6%161 polymeric surfactants as

glutathione transferase mimié¢¥;*?*charged phenyl radical
activity toward nucleic acid componer¥s,in vitro trypano-
cidal activities of some typical heterocyclic quinorié&the
importance of the standard-helix motif in biological hydroly-
sis3?7 the function of the Michaelis complex of pl258
arsenate reductad® the behavior of zinc fingers related to

There has been a recent upsurge of interest in unraveling
the connection between electrophilicity and biological activ-
ity, especially toxicity, mutagenicity, and carcinogenicity in
different chemical, biological, and biochemical systétisg!3
to broaden the applicability of the associated quantitative
structure activity relationships (QSAR). Most of these ; L .
analyses are qta/alitative in r?atu(re with) more interpretive "€troviral a9t|V|ty}6fsup%§55|on of b_reast.canéé"rHll\/-}‘l
power and relatively less predictive potential. Based on theseUcleocapsid protein f7;1Escherichia coliAda protein’;
newly acquired ideas, strategies for rational drug designs haveStC-
been developed. Relationships have been shown between The toxicity of polychlorinated biphenyls has been stud-
electrophilicity and allergic contact dermati#id,including ied®30-331through the profiles of electrophilicity and philicity
skin sensitizatiod!>316the activity of phase 2 enzyme and in both gas and solution phases. Figure 14 depicts the
glutathione in protecting mammalian cells from malig- variation of these quantities for 2,2,5-tetrachlorobiphenyl
nancy?'’ the toxicity of organic chemicals tbetrahymena  as a function of the torsional angle. High rotational energy
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barriers do not allow the toxin to rotate freely in a real In this section, the electrophilicity patterns related to
environment so that it can interact with the cellular compo- chemical periodicity, the excited state reactivity, confined
nent of a living systemd3®-333 Therefore, toxicity is related  systems, and various intermolecular and intramolecular
to the low rotational barrier. A comparison between the processes, including solvent and external field effects and
rotational energy profile and those of the hardness and thebiological activity, have been reviewed. The MaynaRhrr
polarizability clearly delineaté¥33'that the high toxicity electrophilicity index and its local variants not only support
of PCBs is related to the minimumvalue and the maximum  the trends expected from chemical intuition but also provide
a value, as expected from the MHP and the MPP. The new directions in analyzing reaction mechanisms of a diverse
electrophilicity is often maximum in those conformations. class of chemical reactions.

The most active toxic sites are identified through the philicity

profiles. o _ 6. Variation of the Electrophilicity Index during
The biological activities of various testosterone derivatives Physicochemical Processes Such as Vibrations,

in terms of relative binding affinity (RBA), androgenic ntarnaf Rotations, and Chemical Reactions
potency, relative androgenic activity, therapeutic index, ’

TeBG affinity, relative competition indices, binding affinity g 1. Molecular Vibrations

for rat ventral prostate receptor protein, and myotrophic to

androgenic potency in temporal as well as some estrogen It is important to know how the chemical reactivity of a

derivatives quantified in terms of their RBA values have been molecule changes when it undergoes vibration, internal

showr#3to correlate strongly with the electrophilicity index, —rotation, or chemical reaction. To analyze specifically the

suggesting it to be a suitable descriptor of the biological behavior of the electrophilicity indexa, eq 12) in this

activity of these systems. regard, one starts from a first-order derivative of it as
The toxicity of polychlorinated dibenzofurans (PCDFs) and follows?7338

dibenzo-p-dioxins (PCDDs) has been correlated with the

electrophilicity index. The correlation is reasonably gé#d. do _ ﬁ(@ﬂ) _ 1(&)2(8_’7) (32)

However, a combination of electrophilicity and philicity aA  m\ail 2] \aA

drastically improves the situaticf as is authenticated by where A may be a bond length (stretching), bond angle

the analysis of the toxicity of various electron-donor- and . : : . .
electron-acceptor-type toxins, measured by their pi@6ta, (bend]ng), dlhedr_al angle.(mternal rotation), or reaction
coordinate (chemical reaction).

toward Tetrahymena pyriformisit also highlights the .
importance of charge transfer between a toxin and a  |1€ extremal behavior ab results from that of andy.
If both © and  are extrema (also constants or having

biosystem for an overall understanding of toxicity. Experi- . flecti . ib d at th .
mental toxicity values (plg) of a variety of polyaromatic ~ Inflection points) will be an extremum, and at that point

hydrocarbori&’ such as PCDFs, PCDDs, and polychlorinated the following condition will be satisfied:

biphenyls (PCBs) as well as those of several aliphatic P 5

amine$® correlate well with the corresponding toxicity e e (33)
values calculated using the HF energy along with the global A 2yloA

and local electrophilicities. - So the extremum of electrophilicity will occur when the
To avoid collinearity and _overflttlng, pl§s values of slopes of the changes m and  are of opposite signs,
several electron acceptor toxins such as PCDFs and PCB%ecausw < 0andy > 0, owing to the convexity in energy.

are correlated with only one parameter,and for the donor  Therefore o will be a minimum (maximum) when both
toxins such as aliphatic amines and amino alcohols, theandn are 'maxima (Minimajo7.300.338

related pIGGo values are correlated with the related maxi- — \/arious global reactivity descriptors of water, ammonia,
mum local nucleophilicity values to obtain beautiful 5.4 ethane have been calcul@®dor their equilibrium
correlations*®*The regression model is more robiiStfor geometries as well as the distorted geometries originating
acceptors than for donors. For example, the regressiong,m gisplacements along normal coordinates of vibration.

equations for 171 acceptors comprising saturated alcoholS, e exremal analysis made above has been found to be true.
diols and halogenate(_:i alcohols, mono and diesters, carboxyliceq, H,0 and NH, the minimum energymaximum hard-

and halogenated acids, aldehydes, and ketones and for 84655 minimum electrophilicity criteria for the equilibrium
donors comprising unsaturated;acetylenic and amino  yaomeiry have been shoffito be true when compared with
alcohols and amines V\ggh toxicity towar@letrahymena  copresponding quantities for displacements along all allowed
pyriformis are as follows*¢ normal modes. For £ls, however, it is not true for a few
normal modes becauge does not possess the maximum
Acceptors value wherey is maximum in those cases.
predicted (pIGG,) = 1.000(0.020)x

observed (pIGC) — 1.708x 10°(0.019) 6.2. Molecular Internal Rotations

It has been observéd during the internal rotation of the

R= 0.937, Rcv2= 0.936, SD=0.241, N=171 hydroxylic group of the enol form of guanine that the stable
conformations are associated with minimum energy, maxi-

Donors mum hardness, and minimum electrophilicity values, as
predicted (pIGGy) = 1.000(0.036)x would have been expected from the above analysis. The

10 corresponding transition states have been shown to be the
observed(plG&y) — 1.044x 10 "(0.039)  most electrophilic. This fact is confirm&d for the internal
5 rotations of formamide, which is not obvious for hydrogen
Rf=0.904, Roy”=0.899, SD=0.232, N=381 peroxide. Figure 15 depicts the profile of the maximum
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Figure 15. Profile of the maximum charge transferred during the
internal rotation of the hydroxylic group of the enol form of guanine.
Reprinted with permission from ref 339. Copyright 2003 American
Chemical Society.

amount of charge transfer@8during the internal rotation
of the enol group of guanine, which mimicks the corre-
sponding electrophilicity behavior, as expected. As sHéwn
in Figure 11, energy and electrophilicity show a strong linear
correlation in this case as well. Internal rotation of the phenyl
group induces the reactivity inans- andcis-phenyldiazene.
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which accounts for the extra electronic delocalization in the
transition state% This unexpected behavior may be ratio-
nalized?® by the fact that bottx and# are maxima at the
TS.

6.3. Chemical Reactions

In the intramolecular rearrangement reactidrensN.H,
— cis-N;H; and RS, — FSSF, it has been shown that ¢,
w) values at the TS are respectively (maximum, minimum,
minimum) and (minimum, minimum, maximum), as depicted
in Figure 13. The behavior of the latter reaction is as
expected. To gain further insights into the former reaction
where ¢ is maximum andy is minimum, one needs to
analyzé®” the following second derivative

Po _ You)* | @{on)® _ pfou|(on) | ufou) _

912 m\od n°\0A n?\OA\A| ~ n\g22
Loy
2,7\r? (34)

Since the first derivatives are zero at the extremal points,
the exact nature of the extremal (maximum or minimum) in
w at the TS would be governed by the relative magnitudes
of the last two terms of the above equation for this type of
reaction or where: is minimum andy is maximum at the

For both isomers, the planar conformers are the mostTS.

electrophilic and transition states are the least electrophilic

(the cis-isomer has a maximwmvalue in one of the TSs),

Figures 16-18 represert’ some more interesting cases
respectively in the CNH— HCN isomerization reaction,
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Figure 16. Variation of the chemical potential, hardness, and electrophilicity along the reaction path of the~CHEN isomerization
reaction. Reprinted with permission from ref 207. Copyright 2003 American Chemical Society.

L1870 T T T T T 0.208
o . [
£0.1875 < \ e / | 0207
-0.1880 - 3 F
[ lome
0.1885 /
Fl W | o205 3
_» 0.1880 4 *— ol L]
£ [
0.1885 / \ - 0.204
-
<0.1800 - / \ 0208
. \L“: . ‘
-0.1805 AT
0.202

T T T T T

1.0 45 00 0s

s, amu"”Bohr

00278 , : r . ; 0.208
e
00874 ——q +0.207
/u \ —_——,
Py o e _om
00872
o205 3
0.0870 /' \
B
/ \ e
0.0858 -
0.203
0.0256 = -
T T T T Q202

T
00 05

s, amu“Bohr

Figure 17. Variation of the chemical potential, hardness, and electrophilicity along the reaction path of the symmetric oxygen to oxygen
proton-transfer reaction in the HEC(=0)—C(=S)—O0H system. Reprinted with permission from ref 207. Copyright 2003 American Chemical

Society.



2080 Chemical Reviews, 2006, Vol. 106, No. 6

D.1585 . . 0.41
D190 -{ B
| —O—u 040
01595 - *o
. o2
0.2000 5 .\.
02008 ] \| [
= 4
=
1 02010 | o7
0.2015 [
. o036
02020 L
02025 - Ny \\. 035
2200 r . 034

-1.0

v T
05 [i:]

s, amu™Bonr

T T T
0058 e
:/D,u -
0.056 / L
/
0054 < I
2 3
: L
0052 /
005
e i N~ |
o ——n .
Q048 T T T
1.0 05 00 05 10
s, amu™“Bohr

Chattaraj et al.
D41
0.40
0
D.ag

B
o &
03

D35

034

Figure 18. Variation of the chemical potential, hardness, and electrophilicity along the reaction path of the sulphur to oxygen proton
transfer in the HSC(=0)—C(=S)—OH system. Reprinted with permission from ref 207. Copyright 2003 American Chemical Society.

_—
@) ~a
1 L
T !
L O3
™ =

8 ¢ 92
- = m s
5 ucd
38 2 38 =
- & e
IwLL w
] - “_u-
—

T T T 4 L]

-2 0 2

IRC

Figure 19. Profiles offe,” (f =1, s, w), fr,” (f =1, S, w), the bond order (BO), and the energy along the reaction path of the gas-pl2ase S
substitution: § + CHs;—F, — F,—CH3; + F,~. Reprinted with permission from ref 343. Copyright 2005 American Chemical Society.

—_
-]
b
&
+
O
L.Il_m
sz z
[w] = 3
- =
' © m©
= =
+. 3 3
w = =
'a (1] 1]
- £ £
. I =
w
+
W
‘w
e
+
i

-3 -2 -1 0

IRC
Figure 20. Profiles offe,” + fr,~ (f =1, s, @), fe," + f,t (f =1, s, w), and the bond order (BO) along the reaction path of the gas-phase
Su2 substitution: § + CHz;—F, — F,—CHs + F, . Reprinted with permission from ref 343. Copyright 2005 American Chemical Society.

oxygen to oxygen proton transfer in H&(=0)—C(=S)—
OH, and oxygen to sulfur proton transfer in HE(=0)—
C(=S)—OH thioxalic acid derivatives, highlighting the

validity of the above analysis. Similar findings on 1,3-
intramolecular proton-transfer reactions in HXNYXNYH
(X, Y = 0O, S) have also been report&d.
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Figure 21. Time evolution of the external electric field with different colors and intensities. Reprinted with permission from ref 145.
Copyright 2001 American Chemical Society.

A thorough study has been performed to analyze the transparent view of how bonding, reactivity, and dynamics
profiles of global and local reactivity descriptors during complement one another.
vibration, internal rotation, and chemical reactiéhMost
of the characteristics discussed in this section are found to 7, Dynamical Variants
be valid. Variations in the Fukui functions and the atomic
charges along the reaction path have also been stefdiéis
analysi8® highlights the failure of the Fukui function and
the usefulness of the charges in explaining hdrdrd
interactiong4-°7

Figures 19 and 20 present the profiles of various local
reactivity descriptoré®including we,” andwe,~, along the

7.1. Quantum Fluid Density Functional Theory

As discussed in section 3, two important time dependent
density-based quantum mechanical theories are quantum fluid
dynamics (QFD¥ and the quantum theory of motion
(QTM).8 The quantum domain behavior of classically
reaction path (IRC) of the gas-phasg2Substitution: & chaotic systems has been studied by using these thétriés.

+ CHs—F, — F.—CHs + Fyo~. In ref 343 the Mulliken Time dependent density functional theory (TDDFP}*”
charges were made use of. The corresponding populationsStrengthens them. According to TDDFT, which offers a time
are used in Figures 19 and 20. Local reactivity descriptors dependent extension to the original Hohenbekghn theo-
pass through a point of inflection in the transition state. This '€MS, the mapping between the time dependent external
inflection point coincides with the saddle point of the reaction Potential.u(F.t), and the densityp(r1), is uniquely invertible
and provides a link between bonding and reactivity. For a UP to an additive trivial time dependent function in the
thermoneutral reaction, similar profiles for the bond-making Potential. This implies that all the properties of a system are
and the bond-breaking processes intersect at the transitiofunctionals ofo(F,t) and the current densiffr,t), whose time
state. The importance of these local descriptors is vindicated€volution for any ,many;g'e?tfon system is governed by two
through a comparison with the profiles of standard indicators Pasic QFD equation¥®347viz., the equation of continuity,
such as energy and bond order. Frgeis more reactive to

start with, and it gradually becomes less reactive as it p +Vv-7=0 (35a)
becomes bonded. On the other hand, bondedsthe least at

reactive at the beginning, and it becomes more and more ) )

reactive as it is released during the course of the reaction toand a Euler-type equation of motion

have the most reactive freg ¥ At the transition state, both -

F.- and R~ are equally reactive, as expected for a thermo- 9] _ = T

neutral reactio** Much work is needed in obtaining a more ot PLe(r.8), 7(F.0)] (35b)
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Figure 22. Time evolution of electrophlicity index«) of a helium atom in ground and excited states in the presence of external electric
fields with different colors and intensities. Reprinted with permission from ref 145. Copyright 2001 American Chemical Society.

whereP is a functional whose form cannot be ascertained cussed in section 5, these two processes may be considered
from TDDFT. To have an approximate form fd?, a to mimic the external perturbation a molecule experiences
quantum fluid density functional theory (QFDF3?)224:348351 during a chemical reaction.

has been proposed via an amalgamation of TDDFT and QFD.

The basic equation in QFDFT is a generalized nonlinear 7.2. Atom —Field Interactions

Schralinger equation (GNLSE) as follows (in a.u.), ) _ )
The external potentiake,(T,t) in GNLSE (eq 36b) of this

1_- - - AD(T 1) problem has been writtéf-25035Xor an atom in its ground
5V ve(T ,t)]CI)(r H=i—— (368)  and excited electronic states interacting with a z-polarized
laser field of varying intensities and colors. Figure 21
where the effective potential may be written as presents the time dependence of the external field for three

different field intensities for monochromatic and bichromatic

_ oTyw  JE o(T'D) - pulses. The time evolution gf and» shows that the in-
V(T ) =— =+ =+ f|? — dr' + ve,T.1) phase oscillations are observed only when the external field
p p (36b) intensity becomes appreciable. To start with, the electron

density will have a spherical distribution due to the central
whereTyw andE,. are the non-WeiZs&er part of the kinetic nature of the nuclear Coulomb field. A tug-of-war between
energy and the exchange-correlation energy functional, this and an axial laser field will begin once the latter is
respectively. The density and the current density are relatedswitched on. It has been showhthat  is less sensitive
to @(F,t) as follows thanu. Only when the strength of the external laser field is
large enough to overcome the effect of the nuclear field do
o(F ) = |D(F 1) (37a) the in-phase oscillations in the reactivity parameters start.
The electron density becomes cylindrical, and an oscillating
and dipole results. Figures 22 and 23 clearly delin&atthese
aspects in the plots of time dependentand 1/, respec-
7)) =[P, VD, — D, VD, (37b) tively. At the very large field intensity, the difference in
response ofu and » is manifested in these plots. A
This GNLSE has been alternatively derived via a stochastic corresponding analysis on the Rydberg states of hydrogen
quantizatio®*® and has been solved to study ieatom and helium atoms provides important insights into their
collisions*8:34% and atom-field interactions’®03°1 As dis- chaotic ionizatiorf?6-228
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Figure 23. Time evolution of nucleophlicity index (&) of a helium atom in ground and excited states in the presence of external electric
fields with different colors and intensities. Reprinted with permission from ref 145. Copyright 2001 American Chemical Society.
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Figure 24. Dynamical chemical potential profile during a collision process between an X-atom/ienk¢, Lit, Be?t, B3*, C*) in its
ground state and a proton. Reprinted with permission from ref 40. Copyright 2003 American Chemical Society.

7.3. lon—Atom Collisions (X = He, Li*, Be#", B3, C*") in various electronic states.

the electror-nuclear attraction potentials originating from  collision process into three distinct regimes: viz., approach,
the target and the projectile nucf@f>56.22+225,348 349 g res encounter, and departure. In the encounter regime, the actual

2426 present the time evolutihof «, 7, anda, respec-  reaction takes place whergemaximizes andx minimizes,
tively, for a collision between a proton and an X-atom/ion showing the validity of the MHP and MPP in a dynamical
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Figure 25. Dynamical hardness profile during a collision process between an X-atom/ican B¢, Lit, B+, B3, C*") in various
electronic states and a proton. Reprinted with permission from ref 40. Copyright 2003 American Chemical Society.
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and a proton. Reprinted with permission from ref 40. Copyright Copyright 2005 American Chemical Society.
2003 American Chemical Society.

situation. The HSAB principle also has revealed itself in
action, and the associated regioselectivity of a reaction has
been analyzetf.??? The dynamicw profile resembles that

of u for different projectile velocities and impact parameters
in both ground and excited statésand hence is not shown

here.

7.4. Chemical Kinetics

Ever since Maynardet al'® pointed out the linear

1.5+

log k =-1.17+1.96w
R=0.99

-1.0 T T T T v T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
()
Figure 27. Plot of the experimental nucleophilic rate coefficient
(kn) for a series of thiolcarbonates reacting with piperidine, versus
electrophilicity index. Reprinted with permission from ref 294.

Figure 27 depicts a representative plot for a series of
thiocarbonates reacting with piperidiffé.

In general, these correlations are obtained for a set of
molecules of similar chemical reactivity and often the outliers
are to be removed for obtaining a meaningful correlafgh.

A linear correlation between the rate constant artths also
been proposetf* Both logarithmi&®43% and lineat#>3-352
relations between the Hammett constant and the electrophi-
licity index have been reported. The experimental Hammett
substituent constant correlates We&llwith its theoretically

relationship between the logarithm of the rate coefficients calculated electronic contribution for a series of substituted
and the electrophilicity index associated with the reactions alkenes, as shown in Figure 28.

between HIV-1 nucleoccapsid protein p7 and several elec-

Some other related studies include those on reactivities

trophilic reagents, there has been a renewed interest inof carbon-centered radica¥¥,dienophileg’! carbor-carbon
analyzing this behavior for a variety of reactions. Hydrolysis double bond% metal polypyridyl complexe¥® and some

of carbenium iong%? Friedel-Crafts reaction&?%aminolysis

radicals toward hydrogen abstracti®hA slightly different

of thiocarbonate®* etc. have been studied for this purpose. version of Parret al’s definition has been used for the
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151 BuN) (Zws)
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1.0 1 g P
. / . s
. Nss= |ang (40c)
A 5 (aNx) No(7)
e
0.5 1 ’K,{ Specific combinatior’® of the above quantities in the
« Y spirit of eq 12 will yield various spin dependent generaliza-
. ‘:/ tions of the electrophilicity index. Spin philicity and spin
. — est i . . donicity have been defined by e et al.,3%¢ extended by
1.0 05 Koo 05 10 15 Melin et al %7 and revised by Olatet al3%83%%in this
I's o{w) connection.
S ¢ Spin dependent philicities can also be obtaffiedby
059 knowing the above quantities and the various Fukui functions
* in this representation as described below:
+*
-1.0+

—_ [00(F) [ 9w
fNN(r)_( oN )Ns,v(?)_(av(T))N,Ns (1)

Figure 28. Plot of the experimental Hammett constaog)(of a
series of substituted ethylenes versus its theoretical countespart (
(w)). Reprinted with permission from ref 353. Copyright 2003

American Chemical Society.

(e[ s
ns(F) = ( N, )N,Um = (au(?))N,Ns (410)

and similarly for fsy(f) and fsgf). Some of these local

calculation of absolute rates of atom abstractions by radi-
cals®6357as well as ultrafast excited-state proton trangfer.
The quality of the leaving groups has been quantifieah guantities have been calculaté&in analyzing the regiose-
terms of electrofugality and nucleofugality, which help in lectivity in the [2+2] photocycloaddition of enones to
analyzing the reactivities associated with electrophilic and substituted alkenes.

nucleophilic processes.

8. Spin Dependent Generalizations
8.1. {N, Ns, v(7)} Representation

8.2. {No, Ng, ()} Representation

An alternative representation may be develdfety
defining various global and local reactivity descriptors
explicitly for the spin up and spin down cases as follows:

The reactivity and selectivity descriptors defined so far Chemical potentials

are inadequate in the study of reactions involving changes
in spin multiplicity, including spin catalysis. A spin polarized

version of DFT has been developed for this purp§%e%*
For a system withN, and Ns numbers ofa. and 8 spins,
respectively, with the corresponding densifigsndps, the
electron densityp(F), the spin densityps(r), the electron
number,N, and the spin numbel\s, are defined 8% 364

p(F) = py(T) + p4(T) (382)
pdT) = po(T) — ps(T) (38b)
N =N, + N, (38¢)
Ng= N, — N, (38d)

The corresponding chemical potentia\, and spin potential
(us) are given bypo-364

_ (9E
= (g (392
9E
=& (39b)
Hs (3N:)N,u(?)

The related hardness parameters are defingd &

8ﬂN)
Nk = (m Ny () (40a)

oE oE
w=[25) o =E (42a)
’ (3Na)N,,,v(?) ’ (aNﬂ)va(?)

Hardnesses

Naa = |70 Mg = | (42b)
x (aNa Nﬁ,v(?) pe 8N/3 N, v(T)
Mop = | 3. = o =g (420)
o (3'\'5 Ng.o(T) N, Njo(T) pa
Fukui functions
apa(?)) (apﬁ(?))
f (T)Y=|—— o fal(T) = 43a
O.(x( ) ( aNa N, () ﬂﬁ( ) aNﬂ wa(?) ( )

v [904(T) v [90s(T)
f (r)Z( )  f (r)=( ) (43b)
@ aNﬁ N, v(T) o N, Np.o(T)

Making use of the above quantities, the spin dependent
variants of the electrophilicity index and the philicity may
be easily derived® The representation to be used would
depend® on the nature of the spin multiplicity change in
the given spin polarized process.

9. Conclusions

The tremendous power of the electrophilicity index
proposed by Parr, Szentpaly, and Liu provides insight into
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almost every arena of chemistry and encompasses informaNPA
tion about the structure, properties, stability, reactivity, ()
interactions, bonding, toxicity, and dynamics of many- Ns
electron systems in ground and excited electronic states. The?CB
recurring theme of this review has been the electrophilicity ﬁggg
concept in general, with the common thread being the
Maynard-Parr electrophilicity index. The whole gamut of

the conceptual density functional theory lends support toward Qv
the electrophilicity index and helps it realize its full potential. RBA
As is the case for most of the conceptual DFT-based p(F)
reactivity/selectivity descriptors, the global and local elec- ps
trophilicities possess strong interpretive power, which itself S

is important in understanding a diverse class of bio- *
physicochemical processes. However, their predictive capac-
ity has yet to be assessed. We conclude with the optimistics(r)

g . P TDDFT
note that the electrophilicity will exhibit its tremendous TeBG
predictive potential, which, along with its existing interpretive te
characteristics, together with those of the other descriptors, T,
will be adequate in developing a complete theory of chemical Ts

Chattaraj et al.

natural population analysis

external potential

spin number

polychlorinated biphenyl
polychlorinated dibenzp-dioxin
polychlorinated dibenzofuran

quantum fluid dynamics

quantitative structureactivity relationship
guantum theory of motion

relative binding affinity

electron density

spin density

softness

condensed softness

substitution nucleophilic bimolecular
local softness

time dependent density functional theory
testosteroneestrogen binding globulin
Thomas-Fermi kinetic energy density
non-WeizSaker part of the kinetic energy
transition state

reactivity. Vau guantum potential
Vou(T,1) time dependent quantum potential
10. Abbreviations and Symbols of Some (. 3-D hydrodynamical wave function

Important Subjects/Quantities

% electronegativity
W(X1,X,,... %) Many particle wave function for am-electron

A electron affinity system
o polarizability w electrophilicity index
AIM atoms-in-molecules o condensed philicity
B3LYP Becke three-parameter L-e¥ang—Parr functional o(T) philicity
[an/aN] variation of hardness with electron number
AEjns insertion energy
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